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e University central High Performance
Computing

* Free training on how to get started

e Access for all AND provide access to priority
services for paying customers (internal or
external) o0
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Computing to Compete grcd

research
computing

* T in all forms increasingly underpins research activities

* Resources of the scale required can not always be provided locally at
research institutes.

* Aclear need for regional, national and international collaboration on e-
infrastructure
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HPC Matters ? grcd
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* Analysing data - see structure in the chaos

* Modelling endless combinations of molecules to find the cure for
<insert disease>

* Turn back the clock 14 billion years
 Modelling the path of storms

* Every Day life
— Investments, cars, shopping

Smartest Machine
on Earth

e HPC Matters
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http://sc14.supercomputing.org/about-sc14

Engine room of Research... Qarc
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Hardware
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ARC Services

e Local HPC

— ARCUS, JADE, SAL, HAL, CARIBOU, SKYNET, RUBY, PHILEAS..

* Regional HPC

— SES-5 e-Infrastructure
e EMERALD (GPU) and IRIDIS (x86)

* Training, Support, Consultancy

An IT Services and Oxford e-Research Centre Partner facility
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Research Computing Pyramid Qarc
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Tier O: Europe wide with users from
multiple countries, e.g. PRACE.

Tier-0 for the particle physics community is
the HPC Data Centre at CERN.

Tier 1: National facility.

e.g. ARCHER facility

For particle physics users it is the LHC
Tier-1 Centre at RAL.

Tier 2: Regional Centres
e.g. SES Centre for Innovation

Tier 3: main institutional computing service
such as ARC
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HPC Landscape in the UK Qarc
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EPSRC

Pioneering research
and skills
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UK e-Infrastructure grcd
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UK Government decided there was a need for regional research
infrastructure to link into national facilities e
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HPC Terminology?

High Throughput

Computing High Performance

(Capacity) Computing
(Capability)
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Capacity vs Capability Computing grcd
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Using computing power to process many  Using maximum computing power to
problems simultaneously. solve a large problem that no other
computer can

Individual tasks, no communication One single individual task comprised of

between processes many child processes all communicating
with each other

No specialist hardware interconnects Specialist, high performance, low latency,

needed between nodes in a cluster hardware interconnects needed between

nodes in a cluster
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Research Data Lifecycle

Research
Lifecycle

Publication

Proposal
writing

Research
process

Virtual Research
Environments
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Big data and in-storage arc
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processi ng research

computing

* |n storage processing

An IT Services and Oxford e-Research Centre Partner facility



Data Analytics Qrc
L olhal
— computing

<« C | [} www.sci-tech-today.com/news/IBM-Calls-on-Watson-To-Manage-Storage/story.xhtml?story_id=030003405HS0O w =

HH Apps E Google ﬂ eBay - one of the UK... _: Google Maps @ BBC NEWS | Mews Fr... E EL PAIS: el periddico... 8 Amazon.co.uk: Low.. wR English te French, It... » [C] Other bockmarks

-

IBM Calls on Watson Technology To Manage Storage

By Barry Levine
May 12, 2014 3:32PM £ SHRRE W 90 47,

The IBM Elastic Storage technology virtualizes storage, so a variety of systems and applications can share the same
storage, which means applications do not need to be modified or storage management added. IBM's analytics are used to
move seldom-used data to low-cost tape drives, and to move frequently accessed data to flash systems.

Related Topics » IBM is out with a software-defined storage it is calling
B Watson Elastic Storage -- and its roots trace back to the Jeopardy-
B IBM winning supercomputer Watson. The company said the new
B Software Defined Storage | approach can reduce storage costs by as much 90 percent by
e Cloud automatically moving it to the cheapest storage device.
Latest News The patented technology, a product of the company's
E IBM Calls on Watson To esteemed Research Labs, is designed to "exploit -- not just
Manage Storage manage" the growth in big data resulting from the proliferation
B L?Olif:gilseme Fountain of | ¢ devices, sensors, processes and social networks. The MEET THE EEASTS
5 Dinosaurs Healed Bone technology was introduced Monday at an event in Boston. .
Injuries Initially, the service will be available only on-premises, but WATCH THE VIDEO > I .
B Astronauts Go later this year it will become available through the company's v alaris
Underwater for Test
SoftLayer cloud.
B Tech NotTo Blame for
TeenWoes

Tom Rosamilia, senior vice president of the IBM Systems and Also Visit:
Technology Group, said in a statement that, with digital data

. . " . + Billions of Bytes
growing so rapidly, "traditional storage systems used to house

_— Q
El|m|nate and manage it will eventually run out of runway." He added + Mabile Device Now
+ Apple Info Center

COStIy that the IBM tech is intended to use advances in speed,
! . . p .
dOWntimel scalability and cost savings to accommodate the boom in + TopTechWire.com
: data storage and the need for data access.
Find outhow inour 200 Million Pages
expertwhite paper,
and enterfora Using software-defined storage, data is automatically Salesforce.com is the market and technology leader
chancetoWINa managed locally and globally, which the company said can 's”oﬁﬁfot;ﬁ'j;f;séaz:fgg"éf,i;gﬁﬁ:}:’?,{od;|'ﬁlﬂi'§2gmca'ﬁg'ge
i i i and share business information over the Internet.
Samsung Galaxy provide dramatic speed improvements for access, easier Experience CRM success. Click here for a FREE 30-
Note 3 administration and the ability to scale quickly. The dav trial.

technology, IBM said, can work with any company's storage
systems.

Watson, which played on live TV against two human Innovation

champions of Jeopardy, had access to 200 milion pages of 1. IBM, Universities Team on Watson
structured and unstructured data, as well as to all of 2. Cisco Invests $150 million in laT

wikipedia. A technology similar to Elastic Storage was used to
3. Does Google Glass Cost 380 To Make?

load 5 terabytes of knowledge -- which is what the 200

million pages represented -- in minutes into Watson's memory. 4. Gesture Control Ring 'Nod" Debuts
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How to do something with data
(locally on ARC)
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How much computing
knowledge do | need ?

Collisions and Complexes

of Free Radicals k
Sarandis Marinalis from the Deparfment of

Chemistry used the ARC focilfies for his
project: Cofisions aond Complexes of free
Radicals, Detals about this research can be
found on the ARC website, Below he
responds to questions about his

experience of using the ARC focilfies.

What were the main necsons you siarad uing ha tocl
ot ARCH

My programmes somalima s naad mon thon 64 GEyles © Twas
e oCowss 10 O vary lange amount of RAM mamcny That was
kny for ma. wos eiioved 10 dScover Iarg wene oo

lacites on ot 1o de wilhin ha Univansity. And hat thoma's such

alot of upport 10 gal your pro grommes naming.

Wha! ind of suppont have you received Yom the Team at ARCH

I was givan a lot of halp compiling o very tricky programme -
Hitridon. Te ARC Team gove ma invaluatie advice in ang-lo-
ona Mmaelings whandver [ neadad it

Wha! oiher Dong Bl hawe you axpadanced ham wing ha

Somaihing That wos very el was hat [was cbie - wilhthe
halp of I Teom — 10 ¥y out programma s hat wang not ane ody
instalad. it wos aso fonlasic hat @ low fiwane companias
alowad us 10 Try out DMe aparsive progrommes ot ARC for
oo,

O Y 10 raercha s who aa Pinking of wing ha

focites of

I'd recomenand oy conlloct tha Teom and decuss hair plons.
Some pacple may o put oNiTThay con' ! 500 e soware Dy
waont 1o e onha | ofthose awdicbia, but ARC wil gat hald
of naw soltiware T g s Liiciant demand forit{and iT's not
100 eparcival. S0 ha i & confinualy axponding In rsporsa 1o
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Mapping the
Muslim population of
Uttar Pradesh

Raphoel Susewind s an Associate of the
Contemporary South Asian Studies
ogramme at Oxford while he completes his
PhD research into the polifics

nd poefics of Musim belonging.

18rsd storiad sing e lociles of ARC whan | was in India
workding on my PhD m@arch and wonied 10 e die ¢ map
showing 1he dsviuton of e Mudm populalionin Lucknow.
Since such dola & not olicialy avalabia, | hod o moke
nformad guesse s bosad on than igious como laffars of nomes
iged in eoch neighbourhood's putiic siac lord regilec Latac!
WO Ndred whalher - raihvir han just doing Ihis lor luc know wilh
wo millon regitenad wolarns - | could ool up my aigodiien o
o wiole dala of Ultar Podash which has o popuiation of
cose 10 200 milion. | oon maised that my desd op woudd ke
about four moniing for s lask - and modt Tialy longerbecouse
somaihing would be bound 10 go wiong at some paint. 5o |
contociod ha Team of ARC —wilh Bwirnesources | could do s
work in kkss haon 10doy.

1 got my dgoriTen unning, but | was wondening whvy It wosn't
procasing as quic iy os | had epa clad whan | received an
@enal from ARC pairting out fvery nic aly) That Iwesn't uing the
nesourcas totha ML Iwas any wsing 1 CPU par node rather han
14 Ihod dvply ased hoe ARC Ngh-parfomarnce compuiario
dotha :oma as My dekiop, riaiherhan axpioling the powaraol
parciel compuling.

Tha Team halpad me relhink my apgprooch and Tings spaadad
up comidanchiy offer ol P 50 grot el ot oy chackad LD
on how my work was pro gressing - iT's iis nd of aliention 1o
supporting waans hat [ vaduemod about ARC. Tha compuiens
e nolsimply vary big desido pg Do couse Thay con handia
mases of dola, Py olier ha polarticd loresearc hars 1o hink
in 0 dillerent - and much Moe IMaginalive - woy cboul e
work By want 1o undaniake.
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How do | get on the Systems? e

ARC is open to all researchers at the

University of Oxford.

e To use the ARC you must first set up a new
project and then apply for an individual user
account.

Projects can be research groups,
individuals or whatever best suits your
local set up.

e For example, a research group may have two
areas of research with different funding streams.

e |t might make sense to create separate projects
and have different user accounts for each project.

e Users can decide on the most sensible way to
approach this.

research
computing

—
advanced
research
computing
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Logging onto ARC Systems

Remote access

e Linux, Mac (and other Unix/Unix-like) users should use ssh
to connect to the ARC systems from a terminal

* ssh -X username@systemname.arc.ox.ac.uk

e Windows users should download and install an application
called PuTTY and Xming for X11 support

Batch Jobs

arc

e Never run intensive jobs on ARC systems without using the

job scheduler

e Jobs are submitted to the scheduler using the "qsub"
command and a job submission script

An IT Services and Oxford e-Research Centre Partner facility

ting
€ PUTTY Configuration E\
Cateqgony:
= S_essmn Basic options for your PuTTY session |
L.Dgglng Specify the destination you want bo connect to
= Terminal
- Keyboard Host Name [or [P address] Fort
- Bell |queeg.oerc.ox ac.uk | ‘22 ‘
- Features Connection type:
- Window OFRaw O Telnet O Rlogin M 55H O Seiial
o iy
PResrance Load, save or delete a stored session
- Behaviour
. Translation Saved Sessions
Selection | |
- Colourg :
Default Settings
[=- Connection Queeq [i]
- Data orac -
.. Proxy redquesn D
Rlogin
|- 55H
- Sl Close windaw on exit
O Aways I Never (5 Only on clean exit

Open Cancel
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Data Storage Policy Qrc
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The ARC makes every effort to ensure the integrity of data

stored on our facilities

e However, we are under no obligation to guarantee the integrity or
availability of data - this is the responsibility of the individual user.

No Backups (limited snapshots of home and data)

e The ARC does not accept any liability, financial or otherwise for loss of data.

e We recommend that users employ standard industry practice for their
important data and store it at sites other than the ARC, for example, in
their department.

An IT Services and Oxford e-Research Centre Partner facility
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Storage QIC
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ARC provides three types of storage emRAInG
 active data storage for ARC projects only
 limited backups of home and data
N

/home: 20GB quota per user
 Home areas (/home) o P

* mid-term storage <
» General purpose (/data) /data: 5TB per
. group/project

* mid-term storage J

2

* Scratch space (/scratch) Larger quotas available on

- High performance storage request (charges may apply)

J
« Jobs which perform significant disk D
read/write use the scratch disks Scratch ar:eas SE.eCIflc to
each macnine
and not /home )

« Short term (duration of job)

Storage Management: http://www.arc.ox.ac.uk/content/storage-management

An IT Services and Oxford e-Research Centre Partner facility
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Transferring data grcd
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Internal connectivity

* High speed, low latency Infiniband fabric

— Mixture of QDR 40Gb/s (ARCUS) and FDR 56Gb/s (ARCUS-
GPU). Fat tree

— 40Gb/s connection (trunk) to storage

— Typically see 1GB/s transfer rates at present to storage
infrastructure.

External connectivity

* 1Gb/s and 10Gb/s (rate limited at present) connection
e User tools: scp, sftp, globus online

An IT Services and Oxford e-Research Centre Partner facility
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Using the right resource Qarc
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First, move the data to ARC storage !
 Small data, big data?

* |[nput small output large ?

* Processing data from disk?

* Processing data in-memory?

* Cluster nodes max memory 128GB
* SMP service max memory 1TB

An IT Services and Oxford e-Research Centre Partner facility
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Process data grcd
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Simulate / Experiment / Observe / Analyse

* Alarge (> 200) applications already installed for processing
data.

* Applications such as Matlab, Python, R, Abaqus are
commonly used and available.

 We can help with installing custom applications or advise
on ‘home-grown’ applications.

e Support high throughput (serial or ‘capacity’) and high
performance (‘capability’) type jobs

An IT Services and Oxford e-Research Centre Partner facility



Visualization of data grcd
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e NoMachine NX server
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e WWW.arc.ox.ac.uk

* support@arc.ox.ac.uk
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* theteam@arc.ox.ac.uk
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