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Who are we?

• University central High Performance 
Computing

• Free training on how to get started

• Access for all AND provide access to priority 
services for paying customers (internal or 
external)
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Going Beyond 
Personal Computing…
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Computing to Compete

• IT in all forms increasingly underpins research activities

• Resources of the scale required can not always be provided locally at 
research institutes. 

• A clear need for regional, national and international collaboration on e-
infrastructure
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HPC Matters ?

• Analysing data - see structure in the chaos

• Modelling endless combinations of molecules to find the cure for 
<insert disease>

• Turn back the clock 14 billion years

• Modelling the path of storms

• Every Day life
– Investments, cars, shopping

• HPC Matters
– http://sc14.supercomputing.org/about-sc14

http://sc14.supercomputing.org/about-sc14
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Engine room of Research…
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Provide access to

Hardware

Software 

User 
Support
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ARC Services

• Local HPC
– ARCUS, JADE, SAL, HAL, CARIBOU, SKYNET, RUBY, PHILEAS…

• Regional HPC

– SES-5 e-Infrastructure

• EMERALD (GPU) and IRIDIS (x86)

• Training, Support, Consultancy
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Research Computing Pyramid

Tier 0

Tier 1

Tier 2

Tier 3

Tier 0: Europe wide with users from 

multiple countries, e.g. PRACE. 

Tier-0 for the particle physics community is 

the HPC Data Centre at CERN.

Tier 1: National facility. 

e.g. ARCHER facility

For particle physics users it is the LHC 

Tier-1 Centre at RAL.

Tier 2: Regional Centres 

e.g. SES Centre for Innovation

Tier 3: main institutional computing service

such as ARC
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HPC Landscape in the UK
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UK e-Infrastructure

UK Government decided there was a need for regional research 
infrastructure to link into national facilities

MidPlus

SES - 5
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HPC Terminology?

High Throughput 
Computing

(Capacity)
High Performance 

Computing

(Capability) 
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Capacity vs Capability Computing

Capacity Capability

Using computing power to process many 
problems simultaneously.

Using maximum computing power to 
solve a large problem that no other 
computer can

Individual tasks, no communication
between processes

One single individual task comprised of 
many child processes all communicating 
with each other

No specialist hardware interconnects 
needed between nodes in a cluster

Specialist, high performance, low latency, 
hardware interconnects needed between 
nodes in a cluster 
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Research Data Lifecycle
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Data at the heart of computing



An IT Services and Oxford e-Research Centre Partner facility

Big Data
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Big data and in-storage 
processing

• In storage processing
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Data Analytics
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How to do something with data
(locally on ARC)
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How much computing 
knowledge do I need ?
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How do I get on the Systems?

ARC is open to all researchers at the 
University of Oxford. 

• To use the ARC you must first set up a new 
project and then apply for an individual user 
account.

Projects can be research groups, 
individuals or whatever best suits your 
local set up. 

• For example, a research group may have two 
areas of research with different funding streams. 

• It might make sense to create separate projects 
and have different user accounts for each project. 

• Users can decide on the most sensible way to 
approach this.
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Logging onto ARC Systems

Remote access

• Linux, Mac (and other Unix/Unix-like) users should use ssh
to connect to the ARC systems from a terminal

• ssh -X username@systemname.arc.ox.ac.uk

• Windows users should download and install an application 
called PuTTY and Xming for X11 support

Batch Jobs
• Never run intensive jobs on ARC systems without using the 

job scheduler

• Jobs are submitted to the scheduler using the "qsub" 
command and a job submission script
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Data Storage Policy

The ARC makes every effort to ensure the integrity of data 
stored on our facilities

• However, we are under no obligation to guarantee the integrity or 
availability of data - this is the responsibility of the individual user.

No Backups (limited snapshots of home and data)

• The ARC does not accept any liability, financial or otherwise for loss of data. 

• We recommend that users employ standard industry practice for their 
important data and store it at sites other than the ARC , for example, in 
their department.
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Storage

/home: 20GB quota per user

/data: 5TB per 
group/project

Larger quotas available on 
request (charges may apply)

Scratch areas specific to 
each machine

• Home areas (/home)

• mid-term storage

• General purpose (/data)

• mid-term storage

• Scratch space (/scratch)

• High performance storage

• Jobs which perform significant disk 

read/write use the scratch disks 

and not /home

• Short term (duration of job)

ARC provides three types of storage

• active data storage for ARC projects only

• limited backups of home and data

Storage Management: http://www.arc.ox.ac.uk/content/storage-management
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Transferring data

Internal connectivity
• High speed, low latency Infiniband fabric

– Mixture of QDR 40Gb/s (ARCUS) and FDR 56Gb/s (ARCUS-
GPU). Fat tree

– 40Gb/s connection (trunk) to storage
– Typically see 1GB/s transfer rates at present to storage 

infrastructure. 

External connectivity
• 1Gb/s and 10Gb/s (rate limited at present) connection
• User tools: scp, sftp, globus online
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Using the right resource

First, move the data to ARC storage !

• Small data, big data?

• Input small output large ?

• Processing data from disk?

• Processing data in-memory?

• Cluster nodes max memory 128GB

• SMP service max memory 1TB
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Process data

Simulate / Experiment / Observe / Analyse 
• A large (> 200) applications already installed for processing 

data.

• Applications such as Matlab, Python, R, Abaqus are 
commonly used and available.

• We can help with installing custom applications or advise 
on ‘home-grown’ applications.

• Support high throughput (serial or ‘capacity’) and high 
performance (‘capability’) type jobs
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Visualization of data

• NoMachine NX server
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Contact

• www.arc.ox.ac.uk

• support@arc.ox.ac.uk

• theteam@arc.ox.ac.uk

http://www.arc.ox.ac.uk/
mailto:support@arc.ox.ac.uk
mailto:theteam@arc.ox.ac.uk

